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Abstract
Medical record review (MRR) studies have been reported to
make up 25% of all scientific studies published in emergency
medical (EM) journals. However, unlike other study designs,
there are no standards for reporting MRRs and very little
literature on the methodology for conducting them. The pur-

pose of this article is to provide the reader with methodolog-
ical guidance regarding the strengths andweaknesses of these
types of studies. Key words: medical records; retrospective
studies; research design; evidence-based medicine.
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WHAT IS A MEDICAL RECORD
REVIEW STUDY?

The term ‘‘medical record review’’ (MRR) refers to
any study that uses prerecorded, patient-focused data
as the primary source of information to answer a
research question. The sources of information include:
physician and nursing notes; ambulance call reports;
diagnostic tests (e.g., electrocardiograms, radiographs,
laboratory tests); clinic, industry, administrative, and
government records; and/or computerized databases.
As with any source of data for scientific study, the
medical record must ‘‘be capable of providing data
that [are] both reproducible and valid.’’1 This key
point is seen as the primary weakness of medical
record reviews.

WHY SELECT AN MRR STUDY DESIGN?

Ideally, a study design is selected because it is the best
method of answering the research question. The great-
est advantage of the MRR design is that the data are
already collected. Emergency health services research
makes use of routinely collected data (e.g., emergency
department [ED] visits and trauma databases) and
chart reviews to address questions about the utiliza-
tion, appropriateness, process, and outcome of care.
Physicians often conduct case series studies based on

reviews of charts. Most importantly, MRRs allow us to
address research questions that cannot be answered
in prospective trials such as: 1) the effects of harmful
exposures to which people cannot be randomized; 2)
the effects of potentially beneficial exposures to which
people cannot be randomized; and 3) the occurrence
of rare events in exposures to which people cannot be
randomized.

Also, there are purposes that are impractical to
address with prospective studies, such as: 1) studies
of patterns of disease or behavior (e.g., ED visits) over
prolonged periods; 2) quality assurance studies; 3)
studies involving the sharing of cases to create large
(e.g., regional trauma) databases; and 4) pilot studies
to provide information for planning prospective trials.

However, using medical records will not be useful
for measuring phenomena that are commonly not
documented.2 Therefore, the convenience of precol-
lected data does not make the MRR study the most
appropriate design.

HOW ARE STUDY CASES BEST
SELECTED FOR MRRs?

The two primary differences between MRR and pro-
spective studies are: 1) case selection—in the former,
the cases have already occurred and the information
on them is mixed with that of all the noneligible
subjects; and 2) data quality—the data of MRRs were
not originally recorded for research purposes and,
therefore, may be lacking in quality and quantity.1

Prospective trials define selection criteria so as to
capture potential subjects as they enter the health
system (or some subsection of it) and immediately
separate this cohort from all other patients. In MRR
studies, the study cases need to be sorted out after
they have been mixed with all of the nonstudy cases.

The presenting complaint is a frequently used case
selection criterion for ED-based studies. Assuming
that the presenting complaint is always recorded and
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is done so accurately, selecting all patients based on
a specific presenting complaint should be relatively
straightforward.3 However, this assumption implies
that the patient, caretaker, or emergency health care
worker has correctly identified the disease process for
which the patient requires help, that it was recorded,
and that this was done correctly as the presenting
complaint. In addition, if the presenting complaint is
used as the sole selection criterion to identify cases in
a study, many cases of the disease of interest might be
missed. Similarly, the use of the discharge diagnosis
as the sole selection criterion creates a risk of missing
patients who have no diagnosis listed or have more
than one discharge diagnosis. This can occur because
often only one diagnosis is listed on a database and
there is no universal rule for which diagnosis should
be listed first.

To maximize the sensitivity and effectiveness of the
case selection process, one should first determine
what databases are available to search (e.g., adminis-
trative, pharmacy, diagnostic imaging, laboratory)
because these might provide more specific search
variables, and then consider combining and cross-
referencing cases. Only once a comprehensive list of
all potentially eligible cases has been created should
the inclusion criteria be applied for case selection.
This will inevitably result in more work, but it will
enhance the validity of the study results.

HOW TO ASSESS MRR DATA QUALITY

In prospective studies the variables are defined
a priori and collected in an organized manner with
quality assurance measures in place to ensure that the
data are complete and accurate. This is generally not
true of medical records.1–4 In fact, each individual
medical record is composed of different interpreta-
tions of different scenarios, often by different observ-
ers.3–5 The free-text format commonly used in patients’
medical charts provides additional challenges both
with legibility and interpretation. These shortcomings
in turn lead to a greater amount of missing and erro-
neous data than is generally the case in prospectively
planned studies, and reduced reliability and validity
of the values of the recorded variables.3

The quality of the data used in MRR studies is not
necessarily always inferior to prospectively collected
information.1 In fact, one MRR study of patients with
Hodgkin’s disease demonstrated the validity of the
recorded clinical information in the charts by gener-
ating survival curves similar to those of another
population.1

Calder et al. conducted an MRR study to determine
whether manually measured QT dispersion on electro-
cardiograms (ECGs) might be a useful diagnostic pre-
dictor of acute myocardial infarction (AMI) in patients
with otherwise nondiagnostic initial ECGs.6 In this
case, whether the study was conducted prospectively

or retrospectively has no impact on the data quality
since ECGs provide data that are recorded essentially
without subjectivity and that would be unaffected by
a priori definitions or other prospective measures of
data quality assurance. The retrospective nature of the
data selection, however, could be argued to increase
the risk of missing eligible cases; prospective data
collection generally has tighter control of comprehen-
siveness of case identification. The study of Calder
et al. shows how this risk can be minimized in that,
although the authors used discharge diagnosis (AMI)
for their case selection, they did so using explicit and
objective screening criteria: all patients admitted to
a specific observation unit combined with nondiag-
nostic ECGs and an elevated serum troponin level.
Therefore, not only can their case selection results be
easily reproduced, but their method allows for the
combining of two databases (admission and labora-
tory), which further reduces the probability of missed
cases.

Data quality in MRR studies, as we see from this
example, can be high in those that use relatively
objective diagnostic test data.5 Emergency medical
services (EMS) electronically recorded and uniform
reporting style of times (Utstein) is another example
of high-quality data that allow for sound MRR
studies.7 Using this type of data, a recent MRR study
demonstrated that EMS response times less than 5
minutes were associated with improved survival.8

In short, there exists a spectrum of data quality such
that MRR studies based on free-text data and/or
subjective findings are more likely to yield less valid
and reliable study results than those based on rela-
tively objective data sources such as the examples
above.

COMPUTERIZED VS. PAPER-BASED
MEDICAL RECORDS

Patient-focused data can be found in both computer-
ized and paper-based medical records. Generally
speaking, computerized databases: 1) are less expen-
sive to search since no additional manpower is re-
quired to retrieve the data from a written form; 2) are
more time-efficient since data for a large population
can be processed in a relatively short period of time;
3) provide more precise estimates when larger num-
bers can be analyzed; and 4) when available in spread-
sheet format, they can quickly provide estimates of
missing data.

Computerized databases can be less accurate at the
level of individual patient data because of the possi-
bility of clerical error associated with the process of
transcribing the data from the chart to the database. It
has also been shown that event rates can be under-
estimated by automated record searches unless a
second record of the event exists.9,10 However, the risk
of such errors can vary with the type of event and
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method of recording. The EMS automated electronic
recording of times is certainly more accurate than
individuals documenting times using their own
watches. Also, many hospitals are now using direct
computer data entry by health care workers and
administrative staff. Each of these methods reduces
the opportunity for transcription errors and thereby
strengthens the quality of computerized data.
For individual patient data, it is recommended that

where possible, the original medical chart be used as
the primary source of information for the MRR or at
least as a source for validation of the information
obtained from the computerized database. An exam-
ple of this is in an MRR study on potential
thrombolysis candidates among cerebral infarction
patients in which the researchers used an electronic
ED database to generate a complete list of patients
with the diagnosis and then confirmed the diagnosis
(using established diagnostic criteria) by examining
the individual medical records, laboratory results, and
radiologic findings. This second search found that 117
of the original 653 patients from the ED database had
diagnoses other than cerebral infarction.11

DATA ABSTRACTION

The onus is always on the researcher to demonstrate
to the readers that the data were abstracted reliably
and in an unbiased manner.12 Data abstraction
strategy is enhanced by application of a number of
aspects of what is known about abstraction behav-
ior13: 1) keeping the data abstractors blind to the
study hypothesis decreases subjectivity in classifica-
tion in relation to personal theories about the study’s
aims12; 2) the use of explicit criteria for abstracting
variables results in higher inter- and intraobserver
reliability because it reduces subjectivity in interpre-
tation1; and 3) the accuracy of observers is increased
when the individuals know that their reliability is
being monitored.14 Based on the above findings, the
following data abstraction strategies are recommen-
ded in order to avoid bias and increase inter- and
intraobserver reliability: 1) train the abstractors13,15;
2) keep the abstractors blind to the study hypothesis12;
3) establish unambiguous variable definitions and in-
clusion and exclusion criteria a priori1,13; 4) establish
unambiguous rules regarding the management of
missing or conflicting data5; 5) advise the abstractors
at the beginning that their work will be checked for
accuracy14; and 6) check the reliability of the ab-
stracted data in random samples.16

In a comprehensive review of designing medical
record abstraction forms, Banks describes in detail the
many aspects that need to be considered.17 We present
some of the most important design considerations
below in an abbreviated format. In creating a data
abstraction form, one needs to consider the source or
sources of data. If more than one source of data is to

be searched for the same information, e.g., patient
chart and computerized database, then a separate
data abstraction form is to be used for each source. As
mentioned previously, in the event of conflicting
reports, one needs to have unambiguous rules re-
garding the primacy of data sources. To facilitate the
recording of data, the questions on the form should
follow the same order as the information appears in
the chart.17 Loss of data and the listing of data in the
wrong category during the abstraction process can be
minimized by creating appropriate categories for each
variable as well as categories for missing and un-
determined variables.15 Techniques for reducing errors
in recording numeric variables include providing an
exact number of boxes for the number of digits (e.g.,
10 boxes for a telephone number) and, in the case of
single digit values in a two-box field, using a leading
zero.17

Since duplicate data recording, i.e., first on paper
and then into a computer, can also provide an addi-
tional opportunity for errors, when possible, data
should be recorded directly into the computer. This
also minimizes the number of omitted, illegible,
or mistranscribed entries. Software programs such
as Microsoft Access (Microsoft Corp., Redmond, WA)
are ideal for this. A comprehensive review of this
topic has been written and is a useful guide for
creating abstraction forms.17

MISSING AND CONFLICTING DATA

Missing information can lead to nonresponse bias in
the results, in that subjects with missing information
may differ systematically from the others. It is an
inevitable problem with retrospective studies that can
range from partial information in charts to complete
absence of entire charts. It has been recommended
that if a given piece of information is missing from
10% or more of the cases, then that particular in-
formation should not be used.5 There is no empiric
evidence to support this and the proportion of missing
data that can be accepted is dependent on numerous
factors, including the study question, the type of
variable, and the impact on the results. If the MRR is
to be conducted on a computerized database with a
spreadsheet format, one can immediately determine
how much information is missing for any given
variable and make appropriate allowances in the
design or sample size.

Missing values are typically managed in one of
two ways: 1) case deletion; and 2) imputation. Case
deletion is the most commonly used method and
involves simply omitting observations with missing
values from the analysis. The limitations with this
method are that it: 1) may introduce bias into the
analysis (unless subjects with missing data are few
and do not differ with respect to the outcome mea-
sures); and 2) reduces the sample size. To compensate
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for missing information, one MRR study on six-month
survival of patients according to their triage levels
analyzed the results in two different ways.18 In the
first analysis, all patients with unknown vital status
were assumed to have survived, and in the second, all
those at lowest risk of death within the six-month
period were assumed to have died. In this way,
the researchers were able to compensate for the miss-
ing data and show that nonresponse bias did not
affect their results. Similarly, if data on other pre-
dictive variables (e.g., gender, age) are available for
subjects with missing outcome data, comparison can
be made to determine whether they appear to differ
systematically.

The second method of managing missing data,
multiple imputation, is a data-driven alternative
method that adjusts variances and covariances and
allows for valid parameter estimates and confidence
intervals.19 Although this method uses all of the
available data in the analysis, it is typically limited to
very large, computerized databases.

Conflicting data, such as two or more different
versions of the same event in the database, is another
common issue for MRR researchers. The method of
resolution of such differences, e.g., by consensus of
abstractors or by accepting the first recorded obser-
vation, should be established a priori in the study
protocol. Similar to the way in which published
prospective clinical trials report subjects who fail to
complete treatment, MRR studies should report in the
results section of the publication the number of data
conflicts and outcome(s) of their resolution.

SAMPLE SIZE

Once a specific research question is formulated and
the MRR is selected as the best or most practical
method of answering the question, a sample size
should be calculated. Sample size determination is
a mathematical process to decide how many subjects
are needed in order to make a reasonably sound
judgment about a hypothesis.20 Sample size calcula-
tions must be performed in the planning stages of
a study and are a requirement in the methods section
of most peer-reviewed medical journals. How the
sample size is calculated depends on the statistical
tests used in the analyses. Generally, results are
reported with confidence intervals (CIs) around the
summary measure. Therefore, the sample size should
be based on the desired CI width (usually 95%). These
aspects of MRR studies are no different than with any
other quantitative study except for one additional
calculation: as part of the results in the MRR the intra-
and/or interrater reliability of the data abstractors is
also reported. Therefore, a sample size calculation for
this analysis might also be performed.

The formulas for sample size calculations are found
in most health research statistics books and auto-

mated methods of computing them can be found at
a number of Web sites by searching the term ‘‘sample
size calculation’’ (e.g., http://www.stat.uiowa.edu/
~rlenth/Power/index.html). There are no published
recommendations for what proportion of the ab-
stracted data should be randomly checked for accu-
racy of abstraction; however, 10% is a commonly used
amount, and more is better.

SAMPLING METHOD

Sampling refers to the method by which study cases
or records are selected from the target population or
database. Again, an advantage of MRRs is that data
over a lengthy time period can be accessed all at once.
A common method of sampling is to select all of the
consecutive cases within a given time frame. This is
a type of convenience sampling. It is an acceptable
approach provided the period is long enough to
include seasonal variations or other changes over time
that are relevant to the research question.21 For
nonconsecutive sampling, the best method of selec-
tion is probability sampling. This provides an equal
opportunity for each eligible case to be selected
without bias. It is best achieved by using a random
number generator (as in the MRR study on six-month
survival of patients according to their triage level) or
table to identify the records for selection.18 Probability
selection can be implemented across (i.e., stratified by)
time periods or seasons or other categories relevant to
the research question.

Two other sampling methods that should be noted
are incidental sampling and systematic sampling.
Incidental sampling involves selection of the most
easily accessible cases from the target population.
Incidental sampling is difficult to justify as being an
unbiased selection method or providing a representa-
tive sample of the target population.22 It is useful
mainly in allowing an initial characterization of the
types of cases. Systematic sampling involves the
selection of every ‘‘nth’’ case from the target pop-
ulation.22 It is considered by many to be a ‘‘quasi’’ or
‘‘pseudo’’ form of random sampling because the
selection of cases is not truly random. Occasionally,
when there is periodicity in the manner in which the
records have been assembled, systematic sampling
can lead to nonrepresentative selection. As probability
sampling is not difficult to carry out, systematic
sampling holds little advantage.

DETERMINING AND REPORTING RELIABILITY

Reliability is a commonly misused and misunder-
stood term. Rarely can MRR researchers comment on
the reliability of the original data. This is another
inherent problem with retrospective studies. How-
ever, researchers can measure and report the degree
to which the results obtained from data abstraction
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by one observation were reproduced on subsequent
observations of the same record: that is, what, if any,
differences were found when the data abstraction was
repeated either by the same abstractor (intraobserver
reliability) or by a different abstractor (interobserver
reliability).13,14,16,23 In their study of published emer-
gency medicine MRRs, Gilbert et al. reported that
only 5% of 244 studies mentioned the interrater
reliability and only 0.2% tested the chance-corrected
interrater agreement.12

Reporting the interrater reliability as a concordance
rate or percent agreement between the observers is
misleading when used alone because this indicates
only whether the two observers had similar findings
on similar numbers of records. It doesn’t indicate
how much of that agreement could have occurred by
chance. This is the advantage of Cohen’s kappa (k) as
a measure of interobserver agreement.24 Kappa is
reported as a value from –1 (perfect disagreement) to
1 (perfect agreement).24 It is interpreted as the extent
of agreement achieved compared with the total
amount of agreement possible beyond chance agree-
ment. The formula for this statistic is:

k ¼ ½observed agreement ð%Þ
� expected agreement ð%Þ�=
½100%� expected agreement ð%Þ�

When using the kappa statistic, it is generally recom-
mended that researchers strive to achieve a minimum
level of interobserver agreement of 60% beyond
chance agreement, i.e., a kappa value of 0.6 or greater.
Although the kappa statistic is the most commonly

used measure of interobserver reliability in MRR
studies, it will not be suitable for all measurements of
agreement. Since the kappa statistic is derived from
the standard error (SE, or variance), it cannot be
calculated for cases in which there is perfect agree-
ment; hence the percent agreement between observa-
tions is acceptable.25 Also, the kappa statistic limits
the assessment of reliability to ‘‘agree or disagree’’
and does not measure partial agreement. For such
more complex, multivariate analyses, tests such as the
weighted kappa are more suitable.25 It is beyond the
scope of this paper to discuss the different statistical
tests for correlation analysis and agreement, but
consideration needs to be given to factors such as
whether the agreement is between observers or
observations, the type of variable, i.e., continuous,
ordinal, or categorical, and the distribution of the
variable. For these reasons, the advice of a statistician
is often necessary.

CONFIDENTIALITY

Last but not least is the issue of patient confidentiality.
Many medical journals require a statement of ap-

proval from the local ethics review board in the
methods section of the article. Whether or not ethics
boards make this requirement, safeguards should be
implemented to isolate personal identifiers from the
research data set and to prevent recognition of
individuals in research reports. The Health Insurance
Portability and Accountability Act (HIPAA) of 1996
clearly states the confidentiality rights of health
insurance consumers. In essence, it states that non-
identifiable health care information should be used
unless the individual has consented to the disclosure.
Usually this is not a concerning issue with MRR
studies as the abstracted data typically limit or exclude
the case-identifying information. However, when ap-
plying for access to such information databases, the
researchers are required to demonstrate that the infor-
mation used will preclude any personal identifiers.

CONCLUSIONS

Medical record review studies represent a large pro-
portion of the emergency medicine literature and
recommendations for conducting and reporting them
have been published.12 However, unlike randomized
controlled trials and systematic reviews, there are
no clear or comprehensive standards for authors or
editors to refer to in the reporting or evaluation of
these studies.26,27 The diverse nature of MRRs makes
unlikely the development of consensus-based stand-
ards that would pertain to all types.15 An under-
standing of the limitations and methodological issues
can, however, contribute to improving the overall
quality of these types of studies.

The authors thank Drs. Roger J. Lewis and Craig Newgard for their
valuable input into the manuscript.
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